
Distributed Set Reachability
Definition. Given a directed graph G(V,E), a k vertex-disjoint partitioning of
G as G = {G1, G2, . . . , Gk}, a source set S ⊆ V , and a target set T ⊆ V , a DSR
query S  T returns all reachable pairs,
i.e.,

S  T = {(s, t)|s t where s ∈ S and t ∈ T}
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Partitioned Graph G = {G1, G2, G3}
Example S = {a, d, g} and T = {l, q},

S  T = {(a, l), (a, q), (d, l), (d, q), (g, l), (g, q)}

Related work. Distributed reachability (Fan et al. [1]), centralized multi-source
multi-target reachability (Gao et al. [2], Then et al. [3]).

Applications
1. Property paths processing in SPARQL 1.1
2. Community connectedness in social networks

Solving DSR �eries
Vertex-centric approach.
• For each s ∈ S, perform BFS traversal
• Each v ∈ V maintains a list of sources that reach v

Challenges:
1. iterative approach (no. of iterations ≤ diameter)
2. no support for indexes to speedup processing
3. no reuse of computations
4. hard to interleave with other operators, e.g., joins in SPARQL

Our Objective.
• To reuse computations as much as possible at each local partition
• A non-iterative approach, to reduce number and size of messages exchanged
• Flexibility to use any existing centralized indexing techniques to speed up

query processing

Our Approach: Indexing
Definitions.
Given a partitioning G = {G1, G2, . . . , Gk}
• Gi(Vi, Ei) is a partition of G and C(VC , EC) denotes cut for a given G
• In−boundaries(Ii): set of all vertices inGi which have incoming edges from

vertices in other partitions
• Out − boundaries(Oi): set of all vertices in Gi which have outgoing edges

to vertices in other partitions
Example:

I1 = {f}, I2 = {c, g, h}, I3 = {m,n}
O1 = {b, e}, I2 = {g, i}, I3 = {o}

1. Boundary graph.
• Build a per-partition boundary graph GB

i (V
B
i , EB

i )

• V B
i = VC ; EB

i = EC ∪ {(u, v)|u, v ∈ Vj and u v ∀j 6= i}
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Boundary Graph GB
1

2. Boundary graph compression via equivalence sets.
• Large boundary graph – O(

∑k
i=1(|Ii| · |Oi|) + |EC |)

• Forward Equivalence (FE): Two in-boundaries b1, b2 are forward-equivalent,
i.e., b1 ≡f b2 i� for any vertex v ∈ Vi − Ii, and b1  v, it holds that b2  v

• Backward Equivalence (BE): Two out-boundaries b1, b2 are backward-
equivalent, i.e., b1 ≡b b2 i� for any vertex v ∈ Vi − Oi, and v  b1, it
holds that v  b2

Example:
• FE sets(in-virtual nodes): υ1 = {f}, υ2 = {c, h}, υ3 = {g}, υ4 = {m,n}
• BE sets(out-virtual nodes): ν1 = {b, e}, ν2 = {i}, ν3 = {g}, ν4 = {o}

3. Compound Graph.
• BuildGC

i (V
C
i , E

C
i ) by merging local graphGi and the corresponding bound-

ary graph GB
i

• (Optional) Build index over GC
i to speed up local query processing

• define forward list Fi andBi, set of non-local in-virtual and out-virtual nodes
respectively

GC
1 Forward & backward lists:
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F1 = {υ2, υ3, υ4}
B1 = {ν2, ν3, ν4}

Our Approach: �erying
�ery: S  T

Step 0. Partition S, T into {S1  T1, . . . , Sk  Tk}
For e.g.,

G1 G2 G3

{a, d, g} {l, q} : {a, d} ∅ {g} {l} ∅ {p}

Step 1. Compute local reachability Si  Ti and Si  Fj , ∀j 6= i
Example:

G1 G2 G3

Si  Ti : {a, d} ∅ {g} {l} ∅ {p}
Si  Fi : {a, d} {c, g, h,m, n} {g} {f,m, n} ∅ {f, c, g, h}

Step 2. Communicate reachability Si  Fi to other partitions
Example:

1→ 2 : {(c, [a, d]), (g, [a, d]), (h, [a, d])} 2→ 1 : {(f, [g])} 3→ 1 : ∅
1→ 3 : {(m, [a, d]), (n, [a, d])} 2→ 3 : {(m, [g]), (n, [g])} 3→ 2 : ∅

Step 3. Compute local reachability from boundaries to targets
Example:

G1 G2 G3

{f} ∅ {c, g, h} {l} {m,n} {p}
Result: ∅ {〈a, l〉, 〈d, l〉, 〈g, l〉} {〈a, p〉, 〈d, p〉, 〈g, p〉}

Evaluation
Performance.
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